
                                 SDS 387
                        Linear Models 

                               Fall 2024

                 Lecture 3 - Tue, Sep 3, 2024
 
Instructor: Prof. Ale Rinaldo 

· HW1 : will be posted today .
I will add more problems as

we cover more problem

· Last time : Glivenko Cantell . Theorem (van der Vaart The R
. 1)

* X 2, . .

.,
Xe hd from some distribution over IR

with col .
f. Ex [remember that the f Ex

is defined as :

u =m +
Fx(x) = P(X = n) = 1P(x + (0

,n])
Then Ex satisfies the properties :

1)It is non-decreating azy => Fx(x) <Ex (y)

~1)Im Exa = k Exl)-
n ->

exe) right-continuous :
a ER

lim Fx(y) = Fx(x)
Yux

ev) of has left-limits : RER ⑪



Im Exca) exists and is decoted

Yix
with

Fx(x)
In general, If Ex is discontinues at a

F(a) Fx(x-) < Fx(x)
T

-

"
-a

-> F(x)
i
-

a

1) Ex can have at most countably

many points of discontinuity. +

]
Consider the empirical sof En ( : ) :

x +
#cat= Exical

En is acof with # m ) =
19xsa]

· For each =R nFn() ~ Bin (n
.

Ex (x)
I

n Encat ~ Bin (n
,

Fx(x-)
By SLLN F(u)Fx(a) all s

②



· Glivene Cartells Thm says that

(En (a) - Exca)1 * o

sup

xIR
↳ convergence is uniform

in xEIR

rup (

· This is non-trivial ! If Ecue) - Ex(e) and
1

En (12) & FX (22)

then we can conclude that

max (Encre) - Excail/
*&So

i = 1, 2

In fact , If [anJezc
,

2
,

3, ...

is a possibly infinite

sequence of points inR st.

(Fr(ai) - Ex(ai)/732o all i

then sop)Fn (ai) - Ex (ai) /7320.
xi

Why ? Because the intersection of countably

many
events of probability 1 is also an event of

probability 1 ! To see this
,

let [Aniu = 12...

be events St . IPCAn) = I all n.

IP) An) = 1- P((An))) DeMorgan

=
+ -

P)UAn) cam

u

unan brund
↑

Next IP(WAn) (Ai) &



-

↳

AI

= D

-

= P

I &

So P(1An) = 1
.

Proof of SUR
1 Eucal - Ex(x)) * 0

small
-

Let <2.
.

JK =x() -N and points

~ a =No <R , < .. . < Rn- < UK =
+ sit

.

(x) # (ai) -
Ex (ki - 1) & als i

& points at which

Fx(x) - Fy(x)x
are in This set ]

For any a sit
. Kie

Xi

# (x) - Fx(x) - F(xi) -
Fx(mi - 1)

-

> En (x =) - Ex(xi) + &

by (* )
.

similarly
,

Fr (u) - Fx(x) > Fn(xi - 1) - Ex(xi-2) - E

↓
Fy(x) [Fx() = Flai-z) + & using () &



So VueR ] (41 ,
Ki 1) s .

t.

↓ Fn(c) - Excus/ = max ElEncrit-Fx(ki)1,
IFn(i -2) -

Fx(xi -1)(3
+ E

So

lim a sup /Facul · Excus1 < & Wp 1.

n ->9

because K = k(s) is

finite
=

· This a great result but not very useful because

of is not grantitative. D : "How fast obes

so Inca) - Expl =1IEn-Fallo -o ? "

xE

· A stronger result is : DKW inequality with explicit
V constant by

Massart
Drovetzky-Kiefer-Wolfswitz

PP) /En-Fyllos1) = 2exp[-2ns]
↓

HW ! any
Eso exponential prob

&

·nequality

Why obes this imply Glivenko Contell . 3 Because
S

o First Borel Cantelli Lemma

not neceliarly
Let [An] be e sequence of events (insep)

.

③



If&IP(An] so then P(ImpAn) =0

Because expl-2nst] is summable in n = 12--

Then

1P( 11 En -Fxll0 > 1.0.) = 0

↳ IIFn-Follo o

Pf/ Write Incup An = An
= iCh

n = 1 m =n n =

-

: =2n

Now Enh is a decreasing sequence Cn] Cnt

So IP([n) = he P(Cn) by continuity

of probability
Therefore If we can show that

Im IP((n) = 0 the result will follow .

N

Now i() = & Plan) -> 0

m = 1

↓ as n => a

byworm bound !

This complete the proof!

· Back to convergence in probability :

Xn-5X when #2xIP(1Xn-X10
I is important to notice that this requires

D



handling the joint distributin of Xn and X,

for all n.

Example- Let EXn] be
e sequence of Bernoulli r .V.s

-

st . P(Xn = 1) = 1 -
P(Xn = 0)=

Let Xv Bernoull (112)

P : Does xn = X ?

A : who knows ? It depends on joint of (X .X)
.

Suppose XnX all n
.

No !
↓
independent

Let se(al) ·
P((Xn - X (x) = P((Xn -X( = 1)

=

=

On the other hand suppose that

↑P(Xn= 1 (x=1) = 1 and P(Xn =1 (X =0) = 4

Then Xn2X
.

First of all
,

we need to make sure this joint

distribution is compatible withmerginals. It is !

/For example 1P(Xn = 1) = )

&



Next
,

1P((Xn-X 1 >a) = 1P(Xn = 1 1X = 0)(P(X=1)
(or) + P(Xn =0(X= ) PP(X=)

= -> 0 as -

2n

· Another example X = zmN(0, 1)
Xn = (1) z

Then Xn = X but Xn =xX
↓

equal in distribution

= Lp CONVERGENCE

For a riv . X Lover 1) and pal let

Not randem
- IXIp = (E(X 1P))

"

be the ↳ m of X
.

It is a norm over

the space of r. v .
is with finite p-moments.

[ IIXIp =0 If X= 0 up 1 ]
1) XpIIIo

11 X +YkpalX40 + 11440

Lp
We say that Xn-> X When

11 Xn-X1p-50 as n c

where &n] as a sequence of rivis with p-moments

and X has finite p-moment



The most common one is p = 2

↳ mean squared
error

&


