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                        Linear Models 

                               Fall 2024

                 Lecture 11 - Tue, Oct 1, 2024
 
Instructor: Prof. Ale Rinaldo 

Some useful references :

· Matrix Analysis by Horn & Johson 3 very vigorousa comprehensive

· Matrix Analysis by Bhatia

· Matrix Computations by Golub 3 Algorithmic focus

· Matrix Perturbation theory by Sun & Stewart

· Linear Algebra Done Right by Axler Introductory
references

· Introduction to Applied Linear Algebra by Boyd 3 available

outrie

· Appendix to Plane Answers toSimple Questions Cavailable online

by Christensen from Springerlink)

· For the statics/mL results about linear models
,

we will use

next the book : Learning Theory from First Principles

by Francis Bach(available
online)

D



- LINEAR ALGEBRA RECAP

· We will be working in IR" but much of what we say

holds in more general spaces

or linear

·Aspace (over (R) : a set closed not scalar

multiplication and edition. M rector space

It has a zero element : x = M
-> xx - M

↳a
a +0 = u

Yevo element
n , y = M -= x+y +M

· A linear subspace N of M is a subset that is

also a vector space , Exemple : In
P

,

5x - 17 : max= ...

In IR" a linear subspaces are lines through
the origins

· A (finutal subset of M Sv, ... roll is

· set of linearly independent vectors or points

of "Givi = o -> 21 =xz = -- - = Xa = D

i = 1

↓
knear combination

· A set of linearly independent vectors

Ev, --

, val spans a subspace N of M

when every neN can be written of a

linear combination of theil
. ②



· In this case
, So ,

,
.

., ra] is calledais

of N . Bases are not unique ,
but the

number of elements in each basis is the same

and of is called the dimension or rour

of the subspace.

· Feets : If [V, .

.,
rul is a boss for N

then FaeN 7 ! <
.. ...REIR
↳

there unique
ex(()s

k

s .

t.
u =Livi

· If N ,
and Ne are subspaces ,

so is

N . +Nz = Ex : x= x ,
+ x2x= N, x -N2]

and

N ,
lNz

· What about N .
WN2 ? No

· If N , 1 Nz = o then

rank (N . +N2) =
vani(N1) + ranm (N2)

· In R land in many other spaces) we have on

inver product ,
a function on

R*xR" that

is symmetric (Socys = <y,
x))

,

linear

⑬



(Jam , Byb = alsn .y aBER)
and positive definiteaalso

.

In RO a =TT=
Say) = xiy = y5x=

This gives the Euclidean more 191 = Nans

· On the same space you can define more then one

inner product . (Example : IfIso

(x ,yx =
ai2 y

=Enigi Sii)
i

, j

· Inner products allow to definethogonality :

a and y arethogonal when Lacys = 0

·

An orthogonal basis is a basis consisting of

orthogonal rector. An the box is outhonone/

If it is orthogonal and all its elements have

unit norm (the norm induced by inner product).

· Ifv
.

. . -,
Va is a basis for some subspace

there always exists an arthonormal basis that

can be constructed using v...., ra.
This process

①



is known of Gram-Schmidt orthogonalization (

y :=i

for 1 = 2
, ...,

R let wi = vi-Si , wit wi

S yi=l

Then y .. ..., yo are on orthonimal besus
no

· If S is a subspace of M
,

the orthogonal

complement of S /im M) is the linear subspace

St
= [azM :xyz = o FyzS]

·Fot :
S1S"

= 503

↳

Any vectoraM can
be written uniquely as

x = as + mst where as S

direct -- as+ a S
+

sum of course

< xs
,
ast) = 0

As a result M = S + St and

rann (m) = rann (s) + rann (St)

Feat
: If So and Se are subspaces

(s . nsc)" =
S.+S:

③



- MARICES

· In 1" a vector is a lon erroy.
A metrix

is a 2-dim array :

T = (Ais)i= ...
m

rous = IR"xIR"

MXn j = k- -n columns

·

Set of motrices isobses bit scaler multiplication

and addition (If the matrices have some size

· Nation of product :

A B = C Cristi Bei
nxk mxn

↓ ⑭conformal
Big issue : non commutativity. In general

ABEBA

· A R(t) : linear subspace of R spanned

mxn by columns of A

Kernenear subspace ofA

nullspace(A)
the form SKEU : An=03

↓

A s ①
Anoth column of A



· The transpose ofA = (ii) is the metric

E = (Asia) -
Note : (AB)" = BAT

nxm

A metrix is symmetric when A =AT
-

MX1

· square when men. A square matrix is

diagonal when all elements Arizoit's

↓
Id = diagonal matrix with Foi= 1 Fi

identity In A =AI

· The inverse ofI is the matrixAo

↓
AA = AA" = In unique

: (AS)" = B "At

· If t has an inverse ot is saidto be

non-singular

· This happens if rann (A) = 1

↓
range orpee # of linearly independent columns

column or rows
↑

If renu (CCA) =r then

ranc (nol (A)) = nur

· A matrixW is orthogonal when its

columns
,

a



are orthenormal vectors. Then

UTV = In =
UUT

· Trace of square matrix I is tr(z)=
nxd

tr()c a
linear function : tr (A +3) =

a +r(z) + +r(s)

to ( .) has cyclic property

+r (ABC) =
+r((ag) =

+ r (SCA)

= +u (Ac)

· In fact, you can define an inner product

over square matrices

< A
,
3) =

th (AB)

* SPECTRAL PROPERTIES

Let Number I is an eigenvalue of A

If(A-1Fu) is singular

A corresponding eigenvector is a rectorRY

0 .
t En =Mn(( -1)x = 0)
x+ D

S



·We can frul all the eigenvalues of A by

solving the polynomial equation

det (A - 11) = 0

↳ A has ren eigenvalves As
, . . .

do

Then u(xj)
↓ + det (A - 11)=- positer

algebrai
->

multiplicity of

I j
· If I is on eigenvalve of A

,
then the

dimension of the subspace null /A-bIn)
is the geometric multiplicity of d (m(X)

↓
algebraic

mutiplicity
· simple egenvalves are those with multephanty !.

· If A is symmetric then (the eigenvalves are real)
nxn

there exerts a variational characterization of

its espenvalves : X
. 3 d2>

...
- In possibly

repeating
Then

Xi = max min aTAn

-
SER" neS

linear nall =1

subspace rank(s) = i

= may x+Ax
linearsubspaced n = T

rank(t) = n - it dell =:

⑨


