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· Project proposal : extension to Friday
,

Oct 11 (next weer)
· Also, a

correction : over the
space of square matrices

SA
.3) = tr(AB) defines an

innerproduct

· Spectral properties of matrices. Last time we
learned about

exenvalves and eigenvectors. For each elgenvalves there

exists one or more egenvectors spanning egenspaces

(knear subspaces) .

·

IfA is symmetric ,
we obtain a convenient varatna y

characterization of eigenvalues .
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be the elgenvalves ordered in a decreasing manner.

Then the Courant-Fischer-Weyl min-nex theorem
saysthat
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· Rann() = #non zero engenvalues of t symmetric

· Spectral Theorem : A symmetric and has rann ran-
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quadratuorm

·t symmetric is positive semidefinite of criAu > o

xIRY
↳

matrix equivalent of non-negative number

negative semidefinite of XTAXED FER

· covariance matrices are psol · Why ? XIR" has

varance coverance
2 = /(X - u)(X-u)"]
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= E[XXT] - met

For any c =R cX is e r.v . with variance

c
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· Ifi pool has rance van then

X r + 1
. . .,

d = 0

· to (A) = S Di det7) = Di

If A = E evarance metry
this" calledtotal verrence

· A podf A = PDT
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· Singular Value Decompositan
-

Let i Then ATA and At are botha
nxn

non-zero

psd
and have same "eigenvalves. The singular values of

A are positive squared roots of these eigenvalves· ⑬



SVD Let A have rann r<mnSmin] = 9
-

MX1

There exist orthogonal matricesU aus and

a dragonal matrix

[
with-+z =... = e =

D

and such that

A = UV
where

2 If m= 1

1 = [20] eS 187 . - a = 1

In other words : singular
values

-

A= wi we vth column of h

mxn ↓

-
the his are called left angular rectors. The first

m columns of
U spans ((AT)

↳ column range ⑰



the vis are the right singular rectors. The first

n column of V Spans (CA)

symmetric
·Benavas : · IfAW is pool then singular values = egenvales a

and right singular rectors= left singular rectors

= eigenvectors

Also
,

in this ese
,

↓ max (A) = x = 0 = Jax() = max XTAX

11 XI = /

· IfA is not symnetic the is

|x+ Ax /
, = max

1) xx = 1

·F t general
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· In general elgenvalues -> singular values

· Powers of : A

=
= uUT

where A= USUT by spectral theorem

·

Square root : It A is pol then d polt

p = 1
A =Pa



· Also o = UNUT =
Un"Vi

* Projection Conto a Linear subspace)
In RP let S be a linear subspace. For e rector

S the orthogonal projection of a outo S

is the Compue) rector yeS st
. y = arguin 11k--11

zeS

and key is orthogonal to (re . xy - S
* (

Here we are usingsay)= any that induces the Evalblan

norm

(1 . e . <x
,
xx = 1913)

&emern : We can more generally define projections onto a closed

convex set S. In thisaxe y (the projection of

a outos) is unique and
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,
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