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                        Linear Models 

                               Fall 2024

                 Lecture 15 - Thu, Oct 17, 2024
 
Instructor: Prof. Ale Rinaldo 

· Reminder: no class on The
,
Out 22

· HW]
, 02 : it was rewritten and simplified. In the

solutions
,

you will find the following recutt .

If in (xn-u) - X and (n) +
then

n[g(n) - e(a)] Es g) X

Thus
, if in (xn-u) - N(0, e)

n En-2) I eX Y (ii)

which is well defined Fu zIR

↓
· uses Lenna 2 . 12 in Vander Vert

Let R : RRP -AIR s .t . R(d) = 0
.
Let [Xn]CR"sit.

Xn-50
.

Then
,

Epso,

1) of R(h) = 0 (In/P) then R(Xa) = 00 (11 Xn1)



~ of R(h) = 0 (Ih/0) then R(Xn) = Op (1Xn10)

· Last time : linear regression modeling

6 ETY/X =n] = ul some BERP
regressen universat ↓

e-dimensional
function response verable vector of

covariates

&marks e) linearity were refers to m 1.
.

We would

call this model :

E[y1X = a) = pass R=Ra

also linear
, where:t is

&the rector Exea
a,
x+ 222

us a
linear model

(m (20 . a.
. x2)).

en) Typically we include on intercept term in the

regression function :

E/Y1X = n] = Bo + sh

This is important for ANOVA testing and for

· correct interpretation of &2 officient.

We will always include the intercept
,
thong we will

not write this explicitly. You can thi of X

or b(X) as a rector where first coordinate



is non-random and equal to

· 2 inferential tasks :

&) statistical inference about S

2) prediction

statistical inference

· If the model is well-specified (ive. E[Y1X =x]=Biz

then & is clearly the parameter of interest .

· What if ECYIX =] is not linear ? In this

wis-specifica setting we need to first identify the

target parameter. This can be defined by

boring at the best knear approximation to

ETYIX] :

S" =

Grown
ECE[YNX] - x]

This is well-defined and unique provided that

Y and X haveI moment ; in particular

&
= E[XXT] needs to be invertible

.

Also
, So is also equal to

arguin E[X-X3]]]
B =
Ra



# If & is invertible and Y hasI moments

1 = [ "E[Y . X]

# so is
the minimizer of

E[(x+)"] -CETETYix] .

X+e]
over all SIR*

Because of moment assumptions we can take the

derivative not te 1 insie the expectation and

obtain the first order optimality condition

#[2XX1] - EETETIN] . x] =

Solution is E[XXi] "E [y . X]

By convexity this is unique!

Remark What is so ? It it is the rector ofefficients-

of the Le projection of Youth the linear spon

of X (the rector space of all linear frncton,,
· So is rector mearing linear assecution

between 1 and X



Prediction

In prediction (the main objective of M models),
we want to predict a new response , son yneu

roing new Our goal as
the te minimise

the prediction error
, se .

In solve the problem

min # [ (ynea -Xa
:

3)2]
BcIR

*

prediction Ms

Of course the solution is $* Suppose we

instea use a different rector SER"
How large is the error that we make by

using the wrong ?

ET( - x
+3) ) = E[(y - x+

*
+
x
+38
-

x+1)]

= E(( - +st + E/(- (* -3))7

Ne
La projection

= E(4-14]
systematic" error



If ETYIX] = X+B
*

then the systematic

error is usually written of 82 the variance of

(
d

CE.g . assuring:
= X*B+ & where <v(ad2) #X

and
1)S

* -1/1s is a messure of how well we

are estimating the true
regression functor

* DATA

· Suppose we observe e comple (Y , X.) . ... (n .Xn)
of a pairs of no realizations from the

Joint distribution of Y ands X.

& I will write y =T and

= [X, . . . . xn)" or = Tu ... x()]
· To estimateB* we will minimise the empirical

MSE or predictive risk :

(9)= (Ye - E(x) :1)

expectation
# [(y-E(x)e)]art =

empiricsure

= 114-



leest

->
Ordinary squares

· The OLS estimator of $* is the minimizer of

R(B) over all SEN

· #m Assume that s of full column ranc

Then Crann(b) = o(n)

= egw()=
="

where En=
In

th
now of

Notice that i = (n[Ex) "En[h(x)]
where Enj . ] expectation

·S is
the plug-in extimeter for B

art expired
measure

strictly

Pf/b + E(1) is convex because & is of

full column
T strict convexity follows because rank

the Hessian of R(e)aD which is po
byacception]

S the minimizer is found by first order optimality
condition : DR(e) =0 solve for e



This yields :

Tri (1) =- ( - ES) = 0
↳ Normal

S Luton is equations

= ()"
invertible by

acception


