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· Announcement : I will past HWG soon land also

post solutions to HW3)

· last time : Ordinary Least Squares (OLS)
estimator

·Setting :

7 TY] " vector of response variableon

design matrix whosethrow contains

T theth observator for theoverty

Ca paint in IRP)
Notation used in

Bach's book
&



· Therotation I is non-stand in statistics but

reflect the common practice in ML of turning a

rector of avariates , say M
,

into a vector of

features En ER"
, En = Y(Xi) ·

· I will acsume throughout that the first

column of is a vector ofIs

This means that we always for an intercept

to our linea model

· The as estimator is obtained of the minimizer

of the empirical rism :

1

B -> R(b)= Y-EB12

Assuming that Ihas full-column rank (rank)=

then the solution exists and isoupie and d

given by

= (6)"Y

= where
Importantlysatisfies the normal equations

= Y

&



Geometric interpretation : From the formula for
the vector of Fittedvalues

~

)notrix
~

predictin of the

responses given
by ↓te : L aprojection matrix

The model or orthogonal

the estimated value

of the regression H2 = # and H = H

function
H projects Y onto the d-dimensional

linear subspace of IR" spanned by
the columns of I

Y
&

·) or

Y is the point in <(E) that is absest to Y

in IPh

From this we can see that the residuals

e = y - Y = E-H)y <IR"

are the orthogonal projection of4



onto the orthogonal complement of C(I)

&erk I-H is also an orthogonal projection
and

Se, ) =< ( -H)Y ,
HY] = e

↳
y =

Y + e

-

orthegonal

↳>11y12 = 141 + Hell
2

=
V

energy or variability

explained by model

Numerical considerations

How hard
is to compute numerically ?

To compute one has to invertit
bxd

typically requires order Olal) computations ·

Gradient descent (Bach 5
. 2

. 1)

starting from an initial point BotIR" conciled

the sequence of upolates

St = St -r



where recall that

(1)= -B and

DR/1)= GS-

HeR/1)= =
↓

Hescran

Also recall that any minimizer
, say E , of R

satisfies

=
A solution exists always and is uniqueif

& is invertible . If not
,

there exact infinitely
many solutions

First off
,

notice that
, of solution & excts

,
then

& (1) -
R(9*

) = c 114-EB--E

=
11-+--

=In(1))

- InB = o because
7 -Este)



=-s=( -1)

-191
2

Next
,

let's look at the gradienterates :

+ = B+ - jDB(ex-) = 3+ -r[( -
-7)]

= St - - r(bt- -B)
↓ because &=

Bt = SP = ( - (2)( + - -1)
This imple that

11 b+ - 59/ = (o -34)
-

( - (2)
*

(So-3)
and

& (1) - R(0) =E): (t-3)

=(os"E-j



= (So - 3)
+

(F -rj)* (B =19)

Let's first bok at convergence
to the minimiser. Assure

thatI is invertible. The eigenvalves of

(I-r&) are of the form (1-yx)
#t

where i is an egenvale of E
.

So all the

elgenvalues of -p
*

are less then

max 11 - 2)/2t
xmin(2) = x = dmax (2)

Now let's choose f to be . These
the expression above is equal to

7
convolution

number of

②
Putting everything together :

1)B+ - S
* 1 = (- z) 180 - 151

-

a
- 411B -39/2

⑪



exponential/geometric/linear convergence

ofk = a (reduan(2) = e) this will simply

say that 19t-1*11" 1190-18112 all -

· Let's look at the convergence of
the objective function

&

& (b + ) - R(89) = 2 (So -99) Er** (10-3
%)

x
+1y = +r(1xxT)

= (
+ (E -ri)"( . -1)( -3))

because
0-

-> NE-rop th (0-39(-)
to (AB)Koptr

Pol
= Inox 11-rpT(+ ( -1)]

ep . of

&
M(r - R(99)

< expl-

- ER(p) - R()]

&



· What If K = 0 (1 . e
.

I is not invertible) ?

R(bt)- (1) - !NE-5)
*

Ellop 1180-3
*1

setting 8 = crai)

= max ↓Co-pd)
** 11So-3511

↓

·

-
> x-

↓

convergences is polynomial in t

⑨


