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· Progress report extensin : now due on Nor 15
.

· Recall we are considering the well-specified , fixed-design

linear repression setting :
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· We saw that theVexcess resu of s is
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prestin : what is the optimal I ?

&op 3.8 in Bach's boon

Setting optimal-) we get the-
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&work : compare

this with de (the risk of als)

l # of is Fed and no then as is better

because it vanishes of a vote o (1) while

the risk of re vanishes of slower rate o (n)

When of changes (increases with n) and , o
and 11911 also change with n

,
then ridge

can be better than els.

-) this is not necessarily the best choche of d.

It is the best choice for e simpler upper boul

on the risk.

en) in practice howa you choose I ?

Use cross-validation.
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To see this
,
the eigenvalves of this matrix are

of the form

p where , --, d
are eigenvalves
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which is always 112 because
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using this foot, the brot term is
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Exercise

As for the verance
,
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the expected excess rush of a is upper bounded

by :
11+) : =
x

A

abs
This is minimizes at x = N ,

with optimal

value Fab .
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& LOWER BOUND ON RISK Of CLS Section 3
.
7 in

Sech's book

Recall that the expected excess + paper by Mourtada

riskof Cors) is o

lasuming fixed coverates and a well-species mode).

Here we showe that this value isal in a minimax
sense

· Suppose we are interested in estimate a parameter At

generally defined at a functon(el) of a probability
distribution

, say
P
. To highlight this foot

, we

write A
*

(P) [Note : A does not need to

identify or fully specky P
. ] We also specify a

collection , say P, of probability distributions whose

parameter 88 is of interest. We observe date

Jan us sequence of length , say , n) and
construct an estimator . En of

*

Twe ob not

Know which P in 1 has generated the data ,
so

we do not know A
*

= &
* (P)].

We measure the quality of En by its ran
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Example : i) CP
: set of distributions of Y

,
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PECCaus

Of course (Gauss < D

of curse for any estimator 5 of* the risu is

R(,3P) = E(R(5)] - o

= E[15 -33]

Remark thina of the rush R(A* En) of a
function of B

· How do we use this setting to evaluate whether an

estimator is good or optimal ?

· The minimax approach requires you to evaluate the

minimex rush and find an estimator that

at least etyptotically
,
achieves this risk value

·

· The minimax rish is

int su R(En,
*(P)

En PECD

where int is the inform overallestimator
a

dataAn



Minimax ra measures intrinsic statistical hardness of

on estimation task /orany statistical took)

For regression , this translates into

int so (Ep[R(5)]- er)
s PEP

· An estimatorEn is minimax rate-optimal if

esymptotically of ne
,
its risk is of the same

order of the minimax rism . Formally , let

Racinex the value of the minimax rush and

for an eltimator En
,

let RECEn)ERIE
Then En is minimax rate optimal if

himsusuncens [X
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,
minmax
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·In is sharp minimax rate optimal If c = 1

· En is exact minimax optimal of

B /En) = R ,
mininex all n.

hm 5 LoLs) is exact minimax optimal for Paruss

↳Ses) is minimax optimal for 14



· For repression ,
we are interested in computing a lower

born on this quantity :

E[Ral) - o
↓

algorthm

taking as inpot

Y andfixed

=> Fan [R()]


