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* ASYMPTOTI NORMALITY of OLS

Recall we are in the fixed-design , well-specified

settings :

Y=S
*
+ E

↓ ↳ n-dimensional vector

fixed mean 0 and averance

nXch matrix In

then :

in (5-19) =
" ina
Y

&= ->E by assumption

Last time we noth thatI can be expressed

as D



Ed whereDeitthetransparea
↓

average

Then Var Ti=
& var :]=

=2 E

· The Chi will follow of we verify the LF conditen :

[1Em
as nex

, for each 12.

Notice that
, for each i =, .. . ,

& Es: 1S]]

↳
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Next
,

becauseIn are lld
,

To as note if max-

So
, assuming

1 - & es ne

ii) maxHotel> as his

In N(0 , -4)

So

in (1-1)="M
↓ Verl

-> 2
+

Na (0 . :-E)

by Slutsky's

in ( -18) 15 "N(0 , 0: 2) = N(ord)

Rere : we could replace condition in) above with

another condition. Notice that

E [S2 1919:1223] < ES] a* -

"

270,
k =

12



So another sufficient creation for LF is that

2) E919 .1+my so

1)"
See

van der heart
, Chapter 2.

* Statistical Inference

· We are interested in formal statistical inference

Cestination , hypothesis testing & confidence intervals) for

* Tapain, assuming e well-specified linear

model and fixed design coverates]

· For now ,
let's more the simplifying assumption that

~ No 10,-In). So

Y=B+ Nu (00Eu)

↳ ~Nm(B, erIn)
· So the problem recluces to mean estimation of a n-clim

Gaussian
,

under the assumption that the mean belongs
to the colmn space of E .

⑪



· First notice that

(5-14) ~Nd(0 ,
or )")

For , equivalently, in (5-39) ~ No 10 . 02:))
· In principle we are obne: Na (1*, o)")

Issue : we do not know2
= Ver [ii]

· It is natural to use the revluals to estimate o?

Recall that the reviduals are
also a projectionmatrix
-

2 = y - Y = y - HY = G-+ )Y
NXL ↓

& rector of futted values

H

HY
where H =)"It

↓
not matrix (e projector

onto <(E) (
· Thus

, since
YoNB

, In) ,
e = (1-H)y = N(0 , a En- )) Exercise

5 the reviduals are correlated and have different
variances

· Nonetheless
1912 X-d HW !

So ET = or and
n-a

isen unbrases estimator of 2

⑤



· Furtenere because " - < (b)
V =

means they and a is a function
are independent , of E-H)Y =e, so

ETet] = o
· So => He Thescanty]

=+2is the

6

so (i)="is

rate of N(0.. ) and Xm-d insep

·Testing a submodel suppose that Go is a

sub-matrixof obtained by selecting a subsets of columns

of E We want to test the will hypothesis :

Ho : E[y]= Las opposed
to[S=15)

& o identify a submodel
.

Let to be the hot matrix for tothe projectis
Tofelt the we can consider : c())

·-le = Y(-Ho)Y - Y( -+) y

E-Ho)Y
revivals forbredes

= Y
: ( -+)Y D



If ETY]e < (1) (i .e . If the is true) then

4 (-Ho)Y woX
ha (H-+ )

HW

&Asce of EFTT= e - <(10) then the distribution]
orXI

We need to estimate at We still use

=Y .

We still the fulla

To eltimate o

5 our final test statistic is
,
underHo ,

rate of 2 independent X?# each divided by their

corresponding of !
Exercise!

~ Fron (H-Hs)
,

ranu (E-+)

· ANOVA (Makecure you always have interceptismodels)
· What if the errors are not Gaushan ? If they are

independent, centered and with constant venance
,
use the

CLT ! All the above formulas hold true

asymptotically of has but make sure to

⑪



replace a by E and d by

F

· Comments
. If you use the CLT

, you may replace

trad with N(0
. 1)

Also the quantity o is avariate + 1

"

intercept

⑤


