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· last time
,

the event

Ai = 51 En (i) - Excai)/s & 3

should be

Ai = [ (F(ai) - Ex (i) / < < eventually ]
2sn - 5

· Then by SLLN IP(A1) = 1 all i

↳ IP (1Ai) =
IP (Emax/F -Fx(x)k

eventually3)=

· Glivenko Contelli : Empirei true f
=

1) En -Exlles s
Aside : f :" IR

The sup-norm of f is d

sy If(x) sup (Encal - Fx(a))
x7IRd REIR
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Let F =
Ex ,

Let zo arbitrarily small. Then JK = k()-IN + anot a

set of points

- a = 2 Sx , 6 .... <XR-1 < UR=*

St -

& < F(ai) - F(x1)(all i
. (*)

E

Im F(g) [Fare) < F(ge) If there is

Y xi

· positive massaf zen :

-
-

F(xi) IP(X = a) > 0]-

x

· Remark : points a at which FG) -Flat > are

among the seis .

· Tere
any
K

.

Then Je st. Ki a < x :

Then
1

Fr (m) -
F(x) = F(ki) - F(xi

- 1)

= Fucce) -

F(a= ) + 2

using (*)
Similarly

Enca) - F(u) > Fu(ki.1) - F(x2) - a

usingI and the fast that

# (2) = F(xi) 1 F(xi =1) + C

Therefore
, for any :

1 Ensx) - F(a)) = mex[(Fucal -

Fill
,

1 Fn(xi- 1) - F(xi =1))3 + d

= A + E ②



2S n A "Iso by the arguments discussed
Losttime

↓

hm sup
(Encal - F(as) - & upd

n

Because Exo iserbitery this limsi isa

#

&emark : this a great result but not a quantitative one .

↑ : hour fast is this convergence ?

· As alluded last time
,

a more informative result is

DKW inequality

↳ IP (11 En-F10]) = Lexpl-2ns2]
sea Massort's (1991)

paper

-

· DKW maquality imples Elvenno Cantelli. This follows

Borel-Cartell's First Lenna
.from -

If [An) ise sequence of events st&Can
then IP(kmsAn) = 0

Y

↳ An happens 1 . 0.

· Back to DKW let An : [En-Fllazsly · Then

IP(An) -zexpl-n21] so CIP(An) < 0
.

n

↳ IP (msAn) = e

③



#/ Bovel-Cantellis First Comma
.

ImsuAn A Bu ,
Next

-

Bu

Bn is a decreasing sequence (i But
By continuity of the probability :

IP(1Bn) =
Im P(Bn)

N

But P(Bn)-(Am
as n ->

↓
uncon bound because

↓ [IP(An) < as .

N

IP(knap An) = IP(1 Bu) = 0

*

Im IP (d(Xn ,X) = 2) = 0

n ->
FEXS

* Final comment about convergence
in probability .

It is important to realize that there needs to be

Some knowledge about the joint distribution of

Xn and X
,

for all m

Example Consider the sequence [Xn] sit .

-

PP(Xn = 1) =
1 - P(Xn = 0)=

Let ~ Bernoulli (12)

D :
XnE X ? In fact , we cannot answer

without further intoabort

the joint distribution of



Suppose XnHX
.

Then XX .

independent
Because :

↑ ((Xn -X(x) = P((Xn - x) = 1)
↓

Sed =+
~

un

(P(Xn=1) 1P(Xn = c)
·

on the other hand
,

assume :

IP(Xn = 1 (x = 1) = 1 and 1P (Xn = 1 /X = 0) = i

[Aside : these conditionals are compatible with

the marginals]
check !

↑
IP((Xn-X(x) =

1P(Xn = 1(X =0) (P(X +e) +

Y
E(1) IP(xn = 0 (X =) |P(x = 1)

= In -0esn +

·Convergence in prob, may not be as natural as we
thinm !

Xn
= zvN(x) x = -z N(b ,, )

alu

Then Xn * X even though

XnX
↓

equalityn tribution

⑤



& L Convergence

univarate
V

For
a random variable X and p31 let

·
IX Ip = (E (x(i])

"P

↳ norm

of X
↳) this is2

"norma :

1)XIp = 0 if X = 0

&emerk it pal this is not a up 1

1) X Ip = e 2-IR
norm of of fails

1) a XIIp = 12) Il XIIp

triangle inep.
1 X + Y/p = 1X1p + 11Y1lp

↳ trangle inap

↳ convergence Xn ↳ X when

1IXn-X11p - as may a

The case of p = 2
is by for the most common

For example
,

in stats
,

ifa use parameter of

interestend En
an estimator of A

,
the mean

squares errer is

IEn-fl = ECLn-1)] = [in]-A)" + ELEn-ETenT
squared bas variance of

Fa In

· We can also take p = c !

11 XIIn = inf Ea : 1P(X >2) = 03
essential spremum of X

· IIXIIp ↑II XII0 es p-> c

⑳
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use the following fact (20 inequality) :

(2+y(i) &(x)
+ (9) opx

20-(i + 199) PS

D


