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Some useful linear algebra references :

· Matrix Analysis by Horn &

Johson 3 Very vigorous & comprehensive

· Matrix Analysis by Bhatia

· Matrix Computations by Golub 3 Algorithmic focus

· Matrix Perturbation theory by Sun & Stewart

· Linear Algebra Done Right by Axler Introductory
references

· Introduction to Applied Linear Algebra by Boyd 3 available

outrie
Complex

· Appendix to Plane Answers to Se Questions Cavailable online

by Christensen from Springerlink)

· For the statics/mL results about linear models
,

we will use

next the book : Learning Theory from First Principles

by Francis Bach(available
online)

· Matrix Algebra : Theory
, Computations & Applications in

statistics by J .
E . Gentle

Springerlinn)
D



· We will be working inR
&

or linear

· Vector space (over IR) : a collection of points inRA

absed wit scalar multiplication andaddiction

Cand not a 0 (zero) element) ·

M rector space in
IRP : CySM =>

ax + by = M

· A linear subspace N of a ta.
bIR

knear space M is a subset ofa that is

also a lineer space .

InRa

& u = ju) : um = sate--u
Iskd

1) a
linear subspace of IRP

· Geometrically lear subspaces in1R" are

lines through the origins

· A finite rbset of M &v ,
, . ..

v i 3 is

a set of linearly independent rectors

when N

& and = d
> and=...

0

27 v
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knear combination
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~ A set of linearly ind vectors [v .
. - -

,
vr]

Span a subspace NCof RP) when every

neN can be written of a linear combinators

of the r's
.

In this case theis are called a bashs of

N. Bases are not unique by the

number of elements in each bath is

unique and is called theolimention of N
-

F : If [v . --, ur] from a bath for

N then FRAN Flas , ...
ar sil

-

thereexist
a mique set

=V

· If N2 and Ne are subspaces ,
so are

N.
+ Ne = GueRP = x = x + x2

Some KEN and x2=
Nel

N
.
1 N2

· What about N . U Ne ? Ko

③



-> Zero

·If N : 1 N2 =
Eo] then

overson (N +N2) =
am

dim (N2)

· In IRP
,

there is e nationofunder product

· function <
.. 2 : IR"xIRO that

is symmetric (Says = <. 3) ,

linear (Ja(a+y) ,62) = ab su.z)+

(-

2b(%, 2)

IS positive definite :

↓ < x
,
x) > 0.

InR" for m = Th 3 = [i]
say = sety= rigi

↓
This gives the Euclidean norm :

well=an>

↳
magnitude of a

· There can be other choices of inner

products : If A so positive
od definite



xTAx =
N

<2
,ya : = xTAy (Arj vici

is an inner product for all

=])
· Inner products allor to define the nation

ofhogonality : x and y are

orthogonal when ety = <xy2 = 0.

· An orthogonal basis is a backs consisting of orthogonal
rectors. It is orthonormal when the batt

elements have unit norm .. e -
llvall

bass elements

Vc
, -e ,

Up

· If vi, ..,r is a bot for a volimentional linear

subspace you can always find on orthosimal

basis. This process is called the Gram-

Schmidt orthoponalization :

y = it
For i = 2

, ...,
r let

[
Wi =viwit wi

then y .. -

-, you
Yi

isan orthy normal bases of N . ⑬



· If N is a linear subspace of RP
, its

orthogonal complement (In I") is the linear

subspace N"
=
Gue":a ,yz =o

,
EyeN]

· : NIN" = Ea

· Any rector MAIR" can be written uniquely as

wheren-N
-m

x = kn + xN
+

N

-

---- N
·creat sum

an+ =N
+

kn+

>
by definition

↓ < Un
, Unt] =S

N
+

R" = N + N
+

aud

· = dim (RP) = hm (N) + dim (NT)

· E : (N , 1N2)" =
Nit + N

+

* MATRICES

· In 1P
a

vector is a 1-dim array of numbers .

* matrix i a 2dim array :

oice met
= (Aris)mx ⑧



· set of notices areclosed under scalar multilation

and edition (provided that they are of

the same size)

· Noton of product : A B - na
mxnnXx

-
↓

conformal
Cij = EtieBe

, s
C = 1

· Big issue: non-commutative. In general

AB BA

·A :

< (A) = R(A) : lineer subspace of

·
dumn range R"spenned by
of A columns of A

Kernel (A)
nullspace (A) : linear subspace in

M GuaIR" : Ax=o]
· Transpareoft = (vii) as the matrix

A = Airi)

· (AB)" =
BFA

*

· A is symmetrica when A =AT

nX 1 &



· A square matrix isokagonal when Anis =s

nXn

Fij

· Ineagonal retrix with unot elements

along diagonal

In t = An = A

· The inverse ofA is the matrix As.

*

bes noest AA-AA" = In

The inverse is unique !

· Note : (A0)" =
B"A-

· IfA is invertible of is said t be

non-vingular

This happens1f rank (A) = n

# of "linearly indep - vows or

columns

·talm (RIA) =r thee

am (nol(A)) = n - v

⑤



-> has orth normal
columns

· A matrix U is orthogonal when

nX1

UV" =
In =

UUT

· The trace ofAs tr(t)=A
tr ( . ) is a liner function

to (aA + B)=a tr()++r(8)

tr( . ) has a cha property

+r (ABC) = +r (2AB) =
+ (BCA)

= +r (ACB)

· In fact one can use the +rc . ) to

define an inner product over space of

squared matrices :

> B
,
Ad = (A ,

B) =
+ (ABT) = +(BTA)

*Spectral properties

n : de : an eigenvalve of A

If (A-1Fs) is singular

⑪
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·We can find all the eigenvalves of A by

solving a polynomial equatin :

det (A - XI) = >

· If DER is an eigenvalue ofa its

elresponding agenvector is x +IR"s.
/

#S

Au = Dn(e (A - bl)a =0)

· If A has van eigenvalues . -..
A

then u(dj)

↓ ot def(A-dF)
algebrac

multiphacte
of is

· Ifb a an eigenvalue of A
,

thedr sun

of the linear subspacewoll (A-dIn)
is the geometric multiplicity of a

· simple eigenvalve : have motiplicity I

· A is symmetric then eigenvalves are real

nXn

and there exists a variational characterization

of
the

elgenvalves
1 . (2x . . n D



di = max Man xTAx
Courant-

Na x = N Fishop

dm(N) = i 1xx = 1

characteristin

-mid meX sAa

↑ [IRY a7π

ohm (5) = n-in
141=

↓
↓ = Inax(A) = max ciAn

xzCa
Dull =1

An = dain(A) = man xin

Ph
12(l =1

In-i min
urAx

-

11xx =

a t Sn-en
= spor (M, . . ., un-e)

orthogonal ↓
ecgenvectors

· It rann (A) = ron then buts-, n = 0

⑪



· Spectral Theoremt ranm (a) =
r

Then

U has orthereveal

A =U columns

ith celums Spanning

-> of U C(A)

-De ver 1 = diagonalmatrix-

antaining

d
w

on elgenvales

envalues ne 1
↓
-

,
ri pair of

elgenvatra

Elgenspace of elgenvalue
J : elgenvector

no(( -JF))

symmetrics A 30
· A is positive (semi) definite when

x=xTAn3
un

A kin

negative (sem .) definite If STASo FezzIR"

AGO

· If & a the coverance matrix of a ranbe

rector X = [] (re. [ii = ar(Xa ,
x,])
⑬



then &30 %
because

c(c =
var[X] = 0,

P

⑬


