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· HWY is out. For the delta method question you need

t invore Lamma 2. 12
in van der Vaart's boom

Let R:
*

->R st-Plot = 0
.

Let [X] <*

be a sequence ofranion vectors st
.

Xu - 0.

Then
, Epso

↓ Ehm3
e) If B(hal = o (1h11

% ) then R(Xn) = op (NaN)

er) of
R (h) = 0 (10) from R(Xa) = Op (NX14

· Let' finish the proof of Le projection.

Ih11 .1f Vander Veery) 5 is the projection of T onto S

if) SeS and m) EXE-5S]=0

↓ < + -5
,
S =0 AseS

orthogonality D



This projectur is unique (in the sense of 5 is another

projection then(SE5( =d)
IfS contains the constant functions then

#[s] = E[T] and cor [-5
.
S = 0

Use S

whereT and 8 are rvis in Le and Sise

vector space

Pf/ Last time we show that of orthogonality holdt then

is the unique projection .

Supporte 5 is a projection (that is

Then Exe USES zarguin EST] )

o - E([- 5 - as)] - E(2 -5)"]
-

eS

=
2 ETs"] - 2a E[[-5)s]

This is a parabola in a that has to stay above

the a-axl. The zeros of this parabol are

a =0 and n=
↳ therefore ETC-5(S] = 0 and

⑫
since S is genera ,

the orthogonality condition



is satisfied .

# S contains the constant functions then
, by

orthogonality
# [E-5) . <] =0 VER

↳ E(T] = e[s]

Corollary Pythagoratheorem for riv : 2 :

-

E[ +2) = E[s] + E[t-5)"]

Writing 11XI12 = EX2] , this gives us

1 T I = 11511 + 15- 5/1

direct sum

decomposition

· The most important type of 12 projection

is the conditional expectation. Suppose

Y and X are La ranbu vanables and

let

S = [f(x) ,

f is =erbitvery - St
.

#[f(x2] < 0 3

I want to find the function o
st. Elgi ke

and #T(-g(x))
"] - ECX-Asx))"]

⑬



for all f(x) -> S
.

Then
& (X) = E [Y1X]

.

This
is true because

X + E[Y1X] satisfies the orthogonality condition

ET2-E[X]) f(x)] = E(Y + (x)] - E[EEy]f(x)]
↓

any f()
o = o by low of iterated

E [f2X/7 expectation

G [E(Yix])"] - E/E[X]] =Esse (
by conditional Jensen

· Remark : conditional expectation is well rolefined even

without a second mement. In this case

the defining condition is

#[Y1ExA]] =
E [E[YNX] 1SxA3]

all sot A

⑪



=> LINEAR BEGRESSION

· General regresson settings :

or

dependent
response Y univariate riv - of interest
variable

· coverrates X ransom vector in
CRP

· independent
variable

· features
· explanatory · Our goal is to "model

, or "Learn Y
variables

using X

· Assuming Y and X have finite second moments

(E(77 and

4 = ETX - E[x])(X -
E[x])i]

= E/XXT] - EEX([x1)

exist) this can beast of the

problem of finding or modeling a function

↑: IR"-XIR st

#((-f(x))] is "smells.

⑤



· Hierarchy of modeling assumption

Agnostic or model freeapproach :

Y = E[IX] +C
↓

best approximation

of Y using X

The function ac
->

ETY/X =n] is the

repression function. So letting fort(x) = ETYIX]

Y = f(x) + E

signal error

Properties : 1) [s] =[ X-ETYX])] = 0

↓
natural desirable

property of <

en) [f(x) <] = c [f* [] = 0

by orthogonality

↳Revere this obes not man

& fo(X)

D



· Signal + independent raise accomption non-paramatic
regression

Y = f(x) + & where[S] = 0

2 X

whera belogs a (large) class of functions

satisfying certain properties. Typically these

functions are assured to beSmooth ,

· Parametric repression

E([] = 3
Y = f(x) + 2

X HC =D

where is is a function belonging to a parametric

class
,

1 .
e

. eachf in this class is

parametriced by a parameter -R

so regression function If far sore f

· Linear repression-

E[c] = 0 XIE
Y = f(x) +E

I



where fo (x) = X***, with

↓
*

unknown but
in a set ⑪ <IR

*

Remark : to allo for an intercept term
,

we assure
-

that the first coordinate of X isa

constant
, say

1
. In this ar

for (x) = fi+ Xi

· We usually need to haveon intercept in your

model
,

to more sense of ANOVA decomposition
and R2 statistic

.

· Mis-specified modeling : You are inzn eynistic setting

Fit a parametric model and carry out inference

on some well-definedprojection parameters

· The fixed -X setting : the everites are deterministic

· 2 tasks : () Prediction : we want to predict 2

new instance of response variable,

say Yne , using a new stance

⑤



of the covariates.new

we observe knew and would

like to predict Ynew

2) statistical inference on the Fren parameter

indexing the regression function , or the

projection parameterf the model is

mis-specified

⑨


