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· Last time : regression modeling. Task of relating 2

response variable Y to a vector of avariates

XIR%

Regression function n =R*> E[Y1X =x]

↓ ↑

↳ projection of
Y

target in regression
on the rector space of

functions of X

· We will be focusing on
linear regression , he We

will approximate the regression function with a

linear function
a +> ath some BER"

↓

recall the first cosrolinate

of the vector a is a I

to allow foren intercept

D



hypothes testing
·2 tasks in regression mileting confidence sets

A

1)atistical inference : carry out inference on

a target parameter. If the model is linear

1 .2

E[y1X =n] = as
*

some so

then our target is 18

What if the model is mis-specified (I.e .

the

regression function is not necessarilylnear)

In this case theresull exists a natural target

parameter - the parameter
*

that gives us

the "bestn linear approximation to regression
function

This a called the projection parameter. I

is well defined provided that

# [42]sas and [xX
T] exists

as invertible)
# is equal to

38 = arguin #[([Y/X] - x+B)]
BERRd

= ergnis
E [4 - x+3)2]

BEIRP
&



= CEXX)"ETY
d x1

Pf &* is the minimizer of

SERP -> E(( B(2] - 2E(E[YIX] ·(0)]

The gradient atS is

# [2 XX
+B] -

2 ETE[YX] · X]

Because this is a strictly convex function it is enough

to set gradient - and solve for 1. The

soluten 4

10
= ([XX)"

#

· Interpretation of So : vector of coefficient of
the

Le projection of y onto the linear spen

· X (rector space of all linear combinations

of X) ,
↓
it is a paremeter expressing linear

association bar Y and X

③



2) *rediction : We want to predict a new

observation of the response
Ynew (which wes

no observe) based on a new observation of

theoverates knew
,
which we ob observe

Formally , we want to winlake the predcten
errori

E [Unew-Xn1)"]
over all BaR. The minimizer here as

of course the projection parameter .

We want to quantify the prediction rise

(let we writefor Yea (
any BERP
&

# TC - *B() = E [( - X+B
*

+ x+B -

x+ (2)

=
E((y - x+30)") = E((X+ (1 -1))]

-*
be projection of Y outs

linear span of X

D



= E((y-(
*)] + 1/(-1)xx

+(=3)]

= E(4- *30 ] + 118* -Bl
where C = E[xX

+]
-

component of the

prediction rish that

depende on B

Next

# [C - *Bo = E[@-ECYIX) +E[Y] -xi]
by orthogonality

=
E(CY-E[yix])2]+/[E[Yix] - x+B+)]
- -

g2 non-linearity

unavoidable
term e

variance

So the predictionrisk is

#[e * )7 = 1B-5
*1 +a2 + m2

Y
-

und

Irreducible non-linearity
estimation

variance

↓ error

by minimizing estimation error we minimize the

prediction error.

&

③



· Suppose we observe a sample of a 11d pairs

[
.

X . )
. . . . ,

In , Xn) ERROR
A

from some unknown

don't distribution of [Y. X) .

We will concatenate these observations :

- following Bach's

book

IT feature fa

V

feature ↳ each ERP
matrix

· We need to estimate (either projection parameter
or the

actual parameter
ina linear model)

Weos this by minimizing the empirical MSE

SAR = R() =1i-S)

expected · En[( . -3)]value wit ty

empirical measure :

probability resture that =
D

-

pots in-ness on each observation



· the mininer, , of R(B) over all Bett
is called the Ordinary Least Squares estimator

-

OS

Assume that of full colum rann

von () =d n
.

Then = arguin
E/B)= Y

welldefined
by rankessumption

=>/])"En[y .E
,]

-
some expression for the

projection parameter , except we
are now using the empirical measure

↳ Plug-in estimator of S

D


