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The do bornd for the excess rus ofRemarks : 1

Cors) is optimal
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# [R(5)] = Fina[A]

↓
= or(1 + 4)

this is called the out-of-sample risu

What if we used the in-sample expected risk ?
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Wrong measure of risk ! The risk is at least R/B* = 52
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